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The brain faces various computational tradeoffs, such as the stability-flexibility dilemma. The major
ascending neuromodulatory systems are well suited to dynamically regulate these tradeoffs depending on
changing task demands. This follows from various general principles of chemical neuromodulation, which
are illustrated with evidence from pharmacological neuroimaging studies on striatal dopamine’s role in
output gating and cost-benefit choice of cognitive tasks. The work raises open questions, including those
regarding the top-down cortical control of themidbrain dopamine system, and begins to elucidate themech-
anisms underlying the variability in catecholaminergic drug effects. Such drug effects depend on the baseline
state of distinct target brain regions, reflecting, in part, the systems’ self-regulatory capacity tomaintain equi-
librium. It is hypothesized that the basal tone of different dopaminergic projection systems reflects the
perceived statistics of the environment computed in frontal cortex. By normalizing dopamine levels, dopami-
nergic drugs might counteract the bias elicited by the perceived environment.
Introduction
We live in the era of the connectome, where the brain is concep-

tualized as a distributed computing system, consisting of

multiple structurally densely interconnected neural networks.

However, these structural connections are relatively fixed.

Therefore, one major question is: which mechanisms allow our

brain to adapt flexibly to our constantly changing environment?

Here, I review evidence suggesting that the major ascending

neuromodulatory systems originating from the midbrain, such

as dopamine, noradrenaline, and serotonin, implement this func-

tionality (Figure 1). It is the chemical neuromodulators that adapt

the output of our structurally fixed neural networks to our chang-

ing environment. Indeed, the human brain constantly faces a

variety of computational dilemmas. Depending on task de-

mands, our neural networks need to exhibit stability or flexibility,

controlled or automatic processing, speed or accuracy, and

generalization or multitasking (Cohen, 2017). In this review, I

will focus on the first of these dilemmas: the stability-flexibility

dilemma.

These dilemmas are at the core of cognitive control, which is

an ill-defined construct but generally refers to those mental pro-

cesses that allow us to obtain our goals, by focusing on currently

relevant representations and resisting distractions, temptations,

and impulses. It is considered a hallmark of the human brain. Hu-

mans are particularly good at focusing on a current goal, and the

prefrontal cortex, the brain region most strongly associated with

cognitive control, is particularly well developed in the human

species. Nevertheless, we fail to exert cognitive control all the

time. Only a few of you will resist shifting attention to checking

email or other novel input at various points during reading this

paper, despite the clear goal of reading straight through until
the end. After all, focus is opportunity costly (Kurzban et al.,

2013), and some novel, current task-irrelevant input might well

turn out to be important and require a form of flexibility rather

than focus. What we need is a meta-level ability to decide

when to exert cognitive focus and when rather to let go of focus

and flexibly respond to new input. How do we do this?

Answering this question requires that the problem of cognitive

control is reconceptualized as a problem of reinforcement

learning and decision making instead of simply only a problem

of implementation (Kool et al., 2010). The observation that the

chemical neuromodulators adapt the output of our structurally

fixed neural networks to our changing environment is grounded

in part in the hypothesis that they contribute to arbitrating,

or deciding, between different, often opposing computational

strategies.

In the first part of this paper, I will define chemical neuromodu-

lation and highlight three key general principles of chemical neu-

romodulation, which provide themechanistic basis of their role in

adaptive cognition. This list of principles is not exhaustive, and

for a more extensive review of key neurochemical principles,

one might consider reading a previous review by Dayan (2012).

Next, I will zoom in on the dopamine system and highlight one

of the major problems of psychiatry and neurology: there is

huge variability in dopaminergic drug effects on cognitive func-

tion, both across different and within the same individuals. I

will then illustrate how the general principles of chemical neuro-

modulation can account for these paradoxical effects of dopami-

nergic drugs by reviewing a set of pharmacological and chemical

neuroimaging studies with human volunteers that represent two

relatively segregated lines of work, one focusing on functions

associated most commonly with striatal dopamine, such as
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value-based learning and choice, and the other on functions

associated commonly with prefrontal dopamine, such as work-

ing memory and cognitive control. Subsequently, I will present

current work that integrates these separate lines of work on stria-

tal and prefrontal dopamine. Finally, a number of key open ques-

tions will be highlighted that arise from this work, such as: how

are these midbrain systems controlled?

While the highlighted principles likely generalize to other major

ascending neuromodulatory systems (e.g., of serotonin,

noradrenaline, and acetylcholine), the dopamine system repre-

sents a particularly useful case, in which disproportionately great

advances have been made, not least because of the availability

of sensitive techniques for its measurement andmanipulation. At

the same time, the dopamine system is also a special case, given

its unique relatively selective abundance in the striatum and pre-

frontal cortex. This implies that we cannot necessarily generalize

the specific implementation of these principles, outlined here for

dopamine, to other systems. The reader is referred to other re-

views for such implementational specifics of, for example, the

hugely complex serotonin system, with its bewildering number

of receptor types and distributions or the detailed specificity of

cholinergic neuromodulation in cortical and subcortical regions.

General Principles of Chemical Neuromodulation
What is chemical neuromodulation, andwhat are its general prin-

ciples? Chemical neuromodulation often refers to that set of

neurochemical processes that curtail or prolong, augment or

diminish, fast signaling in neuronal networks, often conditional

on the baseline firing state of the postsynaptic cell (Iversen

et al., 2009). This modulatory mode is distinguished from fast,

direct signaling in the classical neurotransmitter mode via gluta-

mate and GABA and refers to the control exerted on such classic

neurotransmission.

The first key general principle of chemical neuromodulation

highlighted here is regional specialization. While neuromodula-

tory signals are often conceptualized as reflecting broadcast sig-

nals due to their widespread innervation of large parts of the

brain (Schultz, 2007), their release and manipulation have radi-

cally different functional consequences depending on where

they act in the brain. This regional specialization stems in part

from regional differences in the density of different receptors

(Zilles and Palomero-Gallagher, 2017), in the density of different

projection neurons (Cragg, 2003), and in the speed of re-uptake
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(Sesack et al., 1998). For example, in the

case of dopamine, which innervates mul-

tiple relatively segregated frontostriatal

circuits, its motor, cognitive, and motiva-

tional consequences are now well estab-

lished to reflect modulation of motor,

dorsolateral, and ventromedial frontos-

triatal circuits, respectively (Alexander

et al., 1986). Interestingly, a gradient in
the speed of reuptake has been reported from ventral to dorsal

components of the striatum, with the dorsal striatum being

more sensitive to the temporally precise phasic signals than

the ventral striatum (Cragg et al., 2000). This is not to say that

the midbrain dopamine signal itself is not homogeneous, corre-

sponding to, say, a reward prediction error (Montague et al.,

1996), although evidence is accumulating that there is large het-

erogeneity in the neurophysiological responses of different clus-

ters of midbrain dopamine cells (Engelhard et al., 2019). For

dopamine, it is well possible that the functional consequences

of a common value signal and a common selection computation,

for example, at the level of the population of receiving striatal

neurons, are diverse depending on the representational input

to various target striatal subregions.

A second principle is that these systems exhibit an exquisite

capacity for self-regulation, with stimulation of presynaptic

autoreceptors, present on the presynaptic elements of the

midbrain neurons, being associated with inhibition of synthesis

and release (Figure 2). In the case of dopamine, extensive

evidence indicates biphasic inhibiting versus potentiating re-

sponses to low versus high doses of dopamine D2 receptor

agonist administration, due to relatively greater sensitivity of

pre- versus postsynaptic D2 receptors to low versus high doses,

respectively (Frank and O’Reilly, 2006). The short-latency phasic

responses have been argued to be controlled by tonic levels

of activity, perhaps via negative feedback inhibition (Grace,

2000). Thus, although the proposal that separate phasic and

tonic dopamine cell firing modes might subserve, respectively,

reinforcement learning andmotivation (Niv et al., 2007) is contro-

versial (Hamid et al., 2016; Mohebi et al., 2019), there might well

be a link between neurochemical self-regulation via autorecep-

tors and the functional opponency between reward prediction

error-related dopamine firing and striatal dopamine levels re-

flecting average reward rate, which, in reinforcement learning

models, serves as a reference against which prediction errors

are compared (Cools et al., 2011). Whether this latter average

reward rate or value (Mohebi et al., 2019) is a direct function of

phasic dopamine cell firing (Lohani et al., 2018; Floresco et al.,

2003) or is regulated independently from the phasic dopamine

signal, for example, via local striatal control (Kosillo et al.,

2016) is a matter of ongoing debate. Possibly related to this sec-

ond principle of self-regulation is a third principle, baseline de-

pendency, which refers to the now well-established, inverted



Figure 2. Mechanisms of Dopamine Autoregulation
The presynaptic nigrostriatal terminal releases dopamine (blue circles) and
regulates extracellular dopamine levels through several mechanisms: dopa-
mine reuptake from the extracellular fluid (via the DAT), dopamine transport
into synaptic vesicles (via VMAT-2), dopamine synthesis (which is subjected
to autoregulatory control via presynaptic D2 receptors), and dopamine
metabolism (via MAO-B and COMT). The postsynaptic neuron responds to
dopamine via two main types of receptors. AADC, aromatic L-amino acid
decarboxylase; AC, adenylate cyclase; COMT, catechol-O-methyl-trans-
ferase; DAT, dopamine transporter; MAO-B, monoamine oxidase B; TH,
tyrosine hydroxylase; VMAT-2, vesicular monoamine transporter 2. Fig-
ure reproduced from Cenci (2014), available via license: Creative Commons
Attribution 4.0 International.

Neuron

Review
U-shaped dose-response curve: drugs that increase receptor

stimulation have positive effects in systems with low baseline

levels of activity but negative effects in systems with high base-

line levels of activity. While such baseline dependency has been

described most often for dopamine (Cools and D’Esposito,

2011), it is likely a characteristic of the other neuromodulatory

systems, including noradrenaline (Arnsten et al., 2012), serotonin

(Cano-Colino et al., 2014), and acetylcholine (Bentley et al.,

2011), and in fact of any system (including body temperature

and home central heating) characterized by self-regulation or ho-

meostasis that ‘‘strives’’ to achieve its optimal level.

In the case of dopamine, effects of the dopamine receptor

agonist bromocriptine on reward learning were shown to depend

critically on the baseline levels of striatal dopamine synthesis ca-
pacity, measured with positron emission tomography with

the tracer 6-[18F]fluoro-L-m-tyrosine (FMT). The same drug

improved learning in low-dopamine subjects but impaired

reward learning in high-dopamine subjects (Cools et al., 2009).

There are various accounts of such detrimental ‘‘overdose’’

effects (Arnsten et al., 2012). According to one of these, the

beneficial effect in low-dopamine subjects reflects predominant

action at postsynaptic D2 receptors, the sensitivity of which

would be increased in those subjects in order to increase the

system’s sensitivity to dopamine increases. Conversely, the

detrimental overdose effect in high-dopamine subjects might

reflect a paradoxical net reduction of dopamine due to predom-

inant action at presynaptic D2 receptors, the sensitivity of which

would be increased as a result of the endogenous system’s ten-

dency to regulate itself. Consistent with a unified view of dopa-

mine’s roles in reward learning and motivation (Collins and

Frank, 2014; Hamid et al., 2016), according to which the same

dynamically fluctuating dopamine signal both alters the willing-

ness to work and reinforces preceding action choices by

encoding temporal difference reward prediction errors, similar

baseline tone-dependent effects were observed on a task

measuring the incentive motivation of cognitive control (Aarts

et al., 2014): the promise of reward enhanced performance on

a Stroop task in subjects with low baseline levels of dopamine

synthesis capacity while impairing it in subjects with high base-

line levels of dopamine. Together, these data provided strong ev-

idence for the hypothesis that the human dopamine system ex-

presses baseline dependency, as is the case for the nonhuman

dopamine system (Williams and Goldman-Rakic, 1995). The

implication of this finding is that isolation of dopaminergic drug

effects on human cognition requires that the baseline level of

dopamine is taken into account.

Dopaminergic Drug Effects on Human Cognition
The cognitive role of dopamine is evidenced by its implication in

not only mental disorders, like attention deficit hyperactivity dis-

order (ADHD) and Parkinson’s disease (PD), but also healthy

states of stress and fatigue, which are all accompanied by cogni-

tive (and impulse) control deficits. Critically, these states are often

treated with cognitive-enhancing drugs that increase dopamine,

such as levodopa or the dopamine and noradrenaline transporter

blocker methylphenidate. Unfortunately, there is huge variability

in treatment efficacy both across and within different individuals.

Consider, for example, ADHD, where symptoms of inattention

and impulsivity are often treatedwith dopamine-enhancing drugs

like methylphenidate. Conversely, consider PD, where dopa-

mine-enhancing medication can actually, in a considerable pro-

portion of patients, contribute to cognitive deficits, leading, in

some cases, to severe psychiatric abnormalities, including

gambling addiction, hypersexuality, compulsive hobbying, and/

or addiction to medication intake (Weintraub, 2019). More perti-

nent, perhaps, are the diametrically opposite effects seen with

the same drug administered to the same individuals across

different tasks. For example, in one recent study, we observed,

within the same group of healthy volunteers, anti-impulsive,

distractibility-decreasing effects on a delayed response task of

working memory (Fallon et al., 2017) but pro-impulsive, distract-

ibility-increasing effects on a flanker task of selective attention
Neuron 104, October 9, 2019 115
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(ter Huurne et al., 2015), all as a function of the same dose of

methylphenidate. How can the same drug have such different ef-

fects both across different and within the same individuals?

I will illustrate howwe have begun addressing these questions,

noting that, as is the case for much of neuroscience, almost all of

the advances that we make in our understanding of human

chemical neuromodulation have leveraged insights from preclin-

ical work with experimental animals (Floresco, 2013; Chuda-

sama and Robbins, 2004; Schultz, 2007; Goldman-Rakic,

1995). Indeed, these systems are well conserved across spe-

cies. Here, we focus exclusively on work with human volunteers,

where the consequences of manipulating the midbrain systems

are more complex, in part due to the increase in sophistication of

both the brain regions that are targeted by chemical neuromodu-

lation as well as the brain regions that exert its top-down control.

Distinct Prefrontal and Striatal Systems for
Dopaminergic Control of Cognition
One reason why the dopamine system might be particularly well

suited to help adapt the organism to its environment is because

of its strong implication in reinforcement learning. In the late ’90s,

major advances in our understanding of the neurophysiological

signature of dopamine neuron firing (Schultz et al., 1997)

converged remarkably with advances in computer science on

the theory of reinforcement learning (Montague et al., 1996)

and subsequently with evidence from interventional studies

with dopaminergic drugs in human patients (Pessiglione et al.,

2006). Together, these lines of work strongly suggested that

phasic dopamine signals encode reward prediction errors that

are paramount for learning from reward. Since then, much addi-

tional advancement has beenmade in understanding how dopa-

mine activity computes action value andmotivation (Hamid et al.,

2016). By contrast, dopamine’s effects on functions classically

associated with cognitive control and working memory have

received much less attention and are more poorly understood.

This relative lack of attention to prefrontal dopamine is despite

seminal, pioneering work from Patricia Goldman-Rakic and col-

leagues (Arnsten, 2013), showing that 6-hydroxydopamine le-

sions of the prefrontal cortex impaired performance on a classic

task of working memory almost to the same extent as did com-

plete ablations of the prefrontal cortex (Brozoski et al., 1979) and

that prefrontal neuron firing during the delay and probe phases of

classic working memory tasks depends on dopamine D1 and D2

receptor activation, respectively (Wang et al., 2004). A select set

of research groups subsequently pursued prefrontal dopamine’s

role in working memory and cognitive control (Chudasama and

Robbins, 2004; Floresco, 2013; Arnsten et al., 2012; Clark and

Noudoost, 2014; Ott and Nieder, 2019), resulting not only in a

growing body of empirical evidence, but also in an advance in

theoretical understanding of prefrontal dopamine’s role (Braver

and Cohen, 1999; Durstewitz and Seamans, 2008; Servan-

Schreiber et al., 1990; Seamans and Yang, 2004). For example,

according to the dual-state theory of prefrontal dopamine func-

tion (Durstewitz and Seamans, 2008), which is grounded in bio-

physically realistic computational models and in vitro measure-

ments of dopamine’s effects on prefrontal neurons and

synaptic currents, two discrete dynamical regimes exist: a D1-

dominated state is characterized by a high-energy barrier among
116 Neuron 104, October 9, 2019
different attractor network patterns that favors robust online

maintenance of representational states, whereas a D2-domi-

nated state is characterized by a low-energy barrier that is bene-

ficial for flexible and fast switching among representational at-

tractor states. In this attractor network model, intermediate

levels of dopamine promote the stabilization of working memory

representations by predominantly stimulating prefrontal D1 re-

ceptors, while both low and high levels of dopamine promote

the flexible updating of working memory representations by pre-

dominantly stimulation prefrontal D2 receptors.

Strikingly, the development of this prefrontal class of theoret-

ical models of dopamine’s control of cognition occurred in rela-

tive isolation from the (theoretical and empirical) advance made

in parallel in the domain of striatal function. Particularly influential

was work by O’Reilly, Frank, Hazy, et al. (Frank et al., 2001; Hazy

et al., 2007), who had formulated a neural network account of do-

pamine’s contribution to working memory, according to which

striatal dopamine regulates the opening and closing of a gate

to working memory, akin to its role in selecting motor actions

(Gurney et al., 2001). As such, the hypothesis that dopamine’s

effects on cognition reflect modulation of, exclusively, the pre-

frontal cortex had already then long been revised. In fact, the cur-

rent body of empirical evidence favors a multiple systems ac-

count of dopamine’s cognitive effects, highlighting the

importance of the modulation of multiple distinct neural systems

for the dopaminergic control of cognition. For example, 6-hy-

droxydopamine lesion work with nonhuman primates revealed

contrasting effects of prefrontal and striatal dopamine depletion,

which elicited increases in distractibility and greater inflexibility

on an attentional set-shifting paradigm, respectively (Collins

et al., 2000; Crofts et al., 2001; Roberts et al., 1994). Based on

such empirical evidence, as well as the observation that there

is neurochemical reciprocity between frontal and striatal dopa-

mine (Roberts et al., 1994; Pycock et al., 1980; Meyer-Linden-

berg et al., 2002), we have put forward the hypothesis that dopa-

mine might modulate these distinct stabilizing and flexible

aspects of cognition by acting on the prefrontal cortex and stria-

tum, respectively (Figure 3).

To test this hypothesis, we developed a delayed response

paradigm to test the distinct stable and flexible aspects of con-

trol in terms of distractor resistance and task switching, respec-

tively (Figure 3A). In keeping with the observed functional and

neurochemical reciprocity, a series of studies followed showing

the opposite effects of dopamine on these two forms of cogni-

tion. So, for example, patients with PD, characterized by severe

striatal dopamine depletion, were found to exhibit increased

switch costs (Cools et al., 2001a; Pollux, 2004; Rogers et al.,

1998; Cameron et al., 2010; Fales et al., 2006) but also paradox-

ically reduced distractor costs (Cools et al., 2010; Moustafa

et al., 2008) (Figure 3B): tfhey exhibited impaired cognitive flexi-

bility but also enhanced cognitive stability. Dopaminergic medi-

cation reversed this pattern, enhancing cognitive flexibility but

restoring to normal cognitive instability (Cools et al., 2010;Mous-

tafa et al., 2008). Similar contrasting effects were seen with

administration of dopamine D2 receptor agonists, like bromo-

criptine and cabergoline, in healthy volunteers, with drug-related

increases in distractor costs (Bloemendaal et al., 2015;

Broadway et al., 2018) and drug-related decreases in switch



Figure 3. Dopamine and the Stability/Flexibility Tradeoff
(A) Event sequence of a trial in the adapted delayed response task that allowed the separate quantification of (1) cognitive flexibility in terms of switching attention
between faces and scenes, depending on the color of the fixation cross, and (2) cognitive stability in terms of the resistance of the memorized face or scene
representations to distraction (from a novel face or scene compared with a scrambled image). Figure reproduced from Cools and D’Esposito (2011).
(B) Bromocriptinemodulated the striatum and prefrontal cortex during, respectively, cognitive flexibility and stability but only in subjects with high trait impulsivity.
Left: effects of bromocriptine on striatal activity during switching (the trait impulsivity 3 group interaction effect) are overlaid on 3 coronal slices (slice numbers
displayed on top) from theMontreal Neurological Institute high-resolution single subject MR image. Abbreviations: L, left; R, right). Right: effects of bromocriptine
on frontal activity during the distractor as a function of group (the trait impulsivity 3 drug interaction effect). The bar graphs reflect effects of bromocriptine on
switch- and distractor-related activity in the striatum and left PFC in high-impulsive subjects only.
(C) This same paradigm was used to show differential effects of dopaminergic medication in patients with PD on attention switching and distractor resistance
(Cools et al., 2010). Left: as in prior studies (e.g., Cools et al., 2001b), PD patients exhibited increased switch costs when they were OFF, but not ON, medication,
but this was not significant in this study. Right: distractor costs (reaction times after a novel face or scene compared with a scrambled image) were reduced in
patients OFF, but not ON, medication.
(D) Left: data from van Holstein et al. (2011) showing that bromocriptine reduced costs on a task-switching paradigm in subjects with genetically determined low
baseline dopamine levels (i.e., DAT polymorphism 10R allele carriers). Right: data fromBloemendaal et al. (2015) showing that bromocriptine increased distractor
costs on a delayed response paradigm similar to that in (A).
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costs, albeit only in subjects with putative low baseline levels of

dopamine (van Holstein et al., 2011; Cools et al., 2007)

(Figure 3C). Conversely, the dopamine D2 receptor antagonist

sulpiride enhanced distractor resistance of working memory

while impairing set shifting (Mehta et al., 2004).

Subsequent pharmacological fMRI work revealed a double

dissociation, where bromocriptine modulated switch-related

blood-oxygen-level-dependent (BOLD) signal in the striatum,

but not the prefrontal cortex, while it modulated distractor-

related BOLD signal in the prefrontal cortex, but not the striatum

(Cools et al., 2007) (Figure 3D). These findings led us to conclude

that dopaminergic drugs have contrasting effects on the flexible
and stable aspects of cognitive control by modulating the stria-

tum and prefrontal cortex, respectively (Cools and D’Esposito,

2011). This proposal reconciles a fairly large body of results

from both previous and more recent pharmacological neuroi-

maging work with healthy volunteers or PD patients, demon-

strating dopaminergic drug effects on prefrontal BOLD signal

during working memory task performance (e.g., Bloemendaal

et al., 2015; Mattay et al., 2003; Fallon et al., 2017), but effects

on striatal BOLD signal and/or frontostriatal functional connectiv-

ity during switching (Nagano-Saito et al., 2008; Samanez-Larkin

et al., 2013; Dodds et al., 2008). Thus, dopaminergic drugs might

regulate the stability-flexibility tradeoff by altering the balance
Neuron 104, October 9, 2019 117



Figure 4. Mechanisms of Gating the Output of the Prefrontal Cortex
(A) Schematic illustration of the hypothesis that the basal ganglia (BG) control attention switching by regulating top-down projections from prefrontal cortex (PFC)
to sensory-specific regions in posterior cortex.
(B) The spatial attention-switching paradigm required subjects to covertly attend to the left or right visual hemifield. On repeat trials, they had to discriminate the
direction of a moving dot pattern on one side while ignoring the other side (random noise). On switch trials, the introduction of coherent movement of the dot
pattern at the other side triggered a switch in attention to that side. Subjects then continued to perform the task on the opposite hemifield.

(legend continued on next page)
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between prefrontal and striatal dopamine. In PD, in line with the

dopamine overdose hypothesis (Gotham et al., 1986), dopami-

nergic medication might have enhanced cognitive flexibility by

restoring dopamine levels in the striatum while impairing distrac-

tor resistance by detrimentally overdosing dopamine levels in the

less affected prefrontal cortex (Agid et al., 1993). More recent ev-

idence has substantiated this general hypothesis that dopami-

nergic drugs might have contrasting effects on distinct prefrontal

and striatal brain regions in PD (Kim et al., 2018). In parallel, neu-

ral network model-inspired fMRI work revealed that attractor-like

working memory representations of task rules was associated

with switching-specific thalamocorticostriatal activation—that

is, with a system associated with flexible working memory

updating and dopaminergic modulation of cognitive flexibility

(Ueltzhöffer et al., 2015). Together, these results converge to

suggest that the optimally adaptive mind requires a dynamic

dopamine-dependent adjustment of a balance between distinct

prefrontal and striatal brain regions depending on the need for

cognitive focus and flexibility, respectively.

Dopaminergic Gating of Prefrontal Output
Bywhichmechanismsmight striatal dopamine shift the balance

toward greater cognitive flexibility? According to classic gating

models of motor actions (Gurney et al., 2001), striatal dopamine

regulates the flexible gating of actions by, just at the right time,

increasing activity in the direct Go pathway but decreasing ac-

tivity of the indirect Nogo pathway of the basal ganglia in pro-

portion to a ‘‘behavioral relevance signal.’’ Critically, this role

of striatal dopamine has been proposed to extend to the flexible

gating of cognitive actions, including task rules, maintained in

working memory (Frank et al., 2001; Hazy et al., 2007), with

the striatum contributing to both the ‘‘input gating’’ of working

memory representations for maintenance as well as the ‘‘output

gating’’ or prioritization of one out of multiple maintained repre-

sentations for subsequent action selection (Frank and Badre;

2012; Chatham and Badre, 2015). In essence, these latter

output gating models represent an integration of classic top-

down biasing models of cognitive control, selective attention,

and working memory (Miller and Cohen, 2001), with classic

models of the basal ganglia, according to which striatal

dopamine lowers the threshold for action selection (Gurney

et al., 2001).

Inspired by this theoretical work, we set up a series of

studies to test the hypothesis that the biasing by the prefrontal

cortex of task-relevant processing in posterior sensory cortex is

controlled by the striatum so that task-relevant posterior pro-

cessing is flexibly updated only when the striatum opens the

gate for attentional switching (Figure 4). In these experiments,

we presented subjects with bidimensional stimuli consisting

of an overlapping face and scene (van Schouwenburg et al.,

2014, 2013, 2010). On each trial, subjects had to discriminate

between two of these stimuli based on either one of the dimen-

sions: the faces or the scenes. Critically, they were instructed
(C) Univariate analyses revealed strong switch-related BOLD signal, also in the b
signals, with greatest BOLD signal in the left visual cortex when subjects switch
(D) Non-linear dynamic causal modeling showed that BOLD data, acquired durin
facilitates attention switching via modulating top-down control of stimulus-speci
to switch attention to the other dimension as soon as they de-

tected a change of exemplars in this other stimulus dimension.

These switch trials elicited highly significant BOLD signal in the

striatum, thalamus, and frontal cortex. Moreover, there were

strong attentional gain effects in stimulus-specific posterior

sensory cortex, with greatest signal in the fusiform face area

when people switched to faces and greatest signal in the para-

hippocampal place area when people switched to scenes. The

overall pattern of BOLD signal was best captured by a dynamic

causal model in which striatal switch-related activity modulated

effective connectivity from the prefrontal cortex to the task-

relevant visual association cortex (van Schouwenburg et al.,

2010, 2015).

In a follow-up study, we sought evidence for a stronger version

of the selective gating hypothesis, derived from the specific

anatomical arrangement of the direct and indirect pathways,

that the basal ganglia might control attention by inhibiting task-

irrelevant processing while also amplifying task-relevant pro-

cessing (van Schouwenburg et al., 2015). We tested this

hypothesis by using a spatial attention-switching paradigm

requiring subjects to switch attention between stimuli in the left

and right visual hemifield. Simultaneous fMRI recordings allowed

us to compare BOLD responses associated with the current and

the alternative visual hemifields. In line with previous work (van

Schouwenburg et al., 2010), the basal ganglia, prefrontal cortex,

and visual cortex showed significantly increased signal during

attentional switches. The visual cortex responded in a spatially

selective manner: signal was increased when attention was

switched toward versus away from a particular visual hemifield

in the contralateral visual hemisphere.

Non-linear dynamic causal modeling was adopted to statis-

tically select between a variety of model sets in which the

basal ganglia control visual processing through modulation

of prefrontal top-down connections with the visual cortex.

The first model set included basal ganglia modulation of fron-

tal connections to task-relevant visual cortex to assess excit-

atory gating of fronto-posterior connectivity to the visual

hemisphere processing the newly relevant visual hemifield.

In contrast, the second model set included basal ganglia

modulation of frontal connections to the newly task-irrelevant

visual hemisphere. This model effectively assesses inhibitory

gating of fronto-posterior connections to the visual hemi-

sphere processing the now irrelevant visual hemifield. The

third model set included modulatory influences of the basal

ganglia on prefrontal cortex projections to both task-relevant

and task-irrelevant hemifields. Based on Bayesian model

averaging across the three model sets, we showed that

modulatory influences of the basal ganglia on fronto-posterior

connections exhibited a significant interaction between switch

direction and hemisphere: basal ganglia activity enhanced

prefrontal influence on the newly task-relevant visual cortex,

while it suppressed prefrontal influence on the task-irrelevant

visual cortex during attention switching. These findings
asal ganglia and the inferior frontal gyrus (top), as well as the attentional gain
ed to the right hemifield (and vice versa for the right visual cortex).
g task performance, was accounted for by a model, in which the basal ganglia
fic regions in posterior cortex. Adapted from van Schouwenburg et al. (2015).
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Figure 5. Striatal Dopamine and Output
Gating
(A) A face/scene attention-switching paradigm with
superimposed faces and scenes required subjects
to discriminate between two compound stimuli
based on attention to either the faces or the
scenes. Subjects discovered the relevant dimension
based on feedback that was provided every second
trial. The face and scene exemplars were paired
orthogonally across these two consecutive trials and
subjects were instructed to consistently make
the same choice on these two trials, enabling infer-
ence of the attended dimension. Subjects were
also instructed to switch attention to the other
dimension as soon as they detected the introduction
of novel exemplars in this other dimension.
(B) This task was employed in a pharmacological
fMRI study (van Schouwenburg et al., 2013) to
demonstrate that administration of the dopamine D2
receptor agonist bromocriptine modulates switch-
related BOLD signal in the striatum
(C) The white matter region that exhibited a corre-
lation between the behavioral index of switching and
fractional anisotropy (van Schouwenburg et al.,
2014).
(D) Probabilistic tractography from this region re-
vealed structural tracts (left) culminating in a region
of the inferior frontal gyrus (right) that also exhibited
a correlation with bromocriptine’s effect on func-
tional connectivity with the striatum (in blue).
Figure is adapted from van Schouwenburg et al.
(2013, 2014).
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suggest that the basal ganglia selectively gate cortical repre-

sentations through a combination of enhanced task-relevant

processing and suppressed task-irrelevant processing.

In a subsequent drug study, administration of bromocriptine

was shown to increase switch-related BOLD signal in the stria-

tum during face/scene attention switching (van Schouwenburg

et al., 2013). Intriguingly, this region is located immediately adja-

cent to a region that exhibited, in a separate diffusion tensor

imaging study, a link between the behavioral index of attentional

switching and white matter integrity, indexed by fractional

anisotropy (van Schouwenburg et al., 2014). Moreover, probabi-

listic diffusion tractography showed that white matter fibers run
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from this region around the basal ganglia

to the frontal cortex. In fact, this tract culmi-

nates in a region of inferior frontal cortex,

which also exhibited a correlation with

dopamine drug effects on functional con-

nectivity with the striatal BOLD region

(van Schouwenburg et al., 2013). Thus,

dopamine receptor D2 stimulation with

bromocriptine modulated switch-related

BOLD signal in a region of the striatum

that connects structurally and communi-

cates functionally with the prefrontal cor-

tex. Together, these data suggest that

striatal dopamine potentiates cognitive

flexibility by gating the output of the pre-

frontal cortex. In other words, striatal dopa-

mine gated attention to a cognitive task

rule via modulating prefrontal top-down
control of task-relevant processing in stimulus-specific posterior

cortex (Figure 5).

The finding that the striatum controls the top-down effective

connection from the prefrontal cortex to the stimulus-specific

posterior cortex is remarkably reminiscent of the qualitative pre-

diction made by the computational ‘‘prefrontal cortex basal

ganglia working memory’’ (PBWM) model put forward by Frank

and O’Reilly. Specifically, the results from these empirical

studies demonstrate that the striatum regulates the output

gating of cognitive task representations. Thus, accumulating

empirical and theoretical evidence indicates that, whereas

the prefrontal cortex maintains cognitive task representations,
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protecting them from interference (D’Esposito and Postle, 2015),

the striatum contributes to gating the input but, critically, also the

output of that working memory buffer so that maintained infor-

mation can be subject to further selection to determine whether

or not it should influence downstream processing (e.g., attention

or motor response selection) (Chatham and Badre, 2015).

In the PBWM model, the output units of the prefrontal cortex

are activated only when their corresponding striatothalamic Go

pathway unit fires. One implication of this is that information

can be maintained in an active but somewhat ‘‘offline’’ form

before being actively output to drive behavior (O’Reilly et al.,

2012). This, in turn, is reminiscent of a growing literature onwork-

ing memory showing that when attention is directed toward a

subset of working memory representations, such prioritized in-

formation is often found to be represented in stimulus-specific

posterior regions, while low-priority representations is not (Mal-

lett and Lewis-Peacock, 2018). One possibility is that low-priority

information is retained in prefrontal (and parietal) regions (Chris-

tophel et al., 2018) but requires a corresponding striatal Go

signal for it to be output gated. The recent observation that

distinct layers of the prefrontal cortex might encode different

maintenance and output-related component processes of work-

ing memory (Finn et al., 2018) brings to the surface an intriguing

prediction, which follows from the PBWM model that distin-

guishes between superficial input and deep output layers of

the prefrontal cortex (O’Reilly et al., 2012): the striatum might

gate inter-laminar connectivity within prefrontal cortex, so that

output layer activity is updated to reflect the current input layer

activity only upon a basal ganglia Go signal. An open question

for future work is whether the observation that the dopamine

D1 and D2 receptors are relatively abundant in, respectively,

the more superficial input and deep output layers of the prefron-

tal cortex (Santana and Artigas, 2017) can help reconcile the hy-

pothesis that dopamine modulates flexible and stable control by

acting on the striatum and prefrontal cortex (Cools and

D’Esposito, 2011) with the alternative dual-state hypothesis of

prefrontal dopamine, according to which modulation of flexible

versus stable control reflects stimulation of D1 and D2 receptors

in the PFC, respectively (Durstewitz and Seamans, 2008).

Integrating Dopamine’s Dual Roles in Value-Based
Choice and Cognitive Control
Howmight striatal dopamine set the threshold for gating a cogni-

tive action or task? According to the gating models described

above, as well as currently popular resource allocation models

of control (Shenhav et al., 2013), we allocate resources to a

cognitive task based on its expected value—that is, its benefits

versus its costs. Cognitive demand carries effort, time, and

opportunity costs, evidenced by studies showing that, on

average, healthy participants prefer to perform a cognitively

less demanding task (Kool et al., 2010) and choose to give up

money to avoid a more demanding task (Westbrook et al.,

2013). According to the expected value of the control model, it

is the anterior cingulate cortex that regulates the intensity and di-

rection of control depending on its value (Shenhav et al., 2013).

As such, this model reconciled the long-known dual roles of

the anterior cingulate cortex in, on the one hand, conflict moni-

toring and cognitive control (Botvinick et al., 2004) and, on the
other hand, value-based decision making (Rushworth et al.,

2007). By analogy, these insights can be leveraged to integrate

the dual roles of dopamine in, on the one hand, value-based

learning and choice and, on the other hand, working memory

and cognitive control (Westbrook and Braver, 2016). Specif-

ically, striatal dopamine might affect cognitive control indirectly

by modulating the value of cognitive control (Cools, 2016). This

hypothesis generally concurs with the growing body of evidence

for striatal dopamine’s role in signaling the value of ‘‘work’’ (or

effortful action) (Hamid et al., 2016; cf. Gan et al., 2010) and is

grounded, in part, on theOpponent Actor Learning (OpAL)model

by Anne Collins and Michael Frank (Collins and Frank, 2014), ac-

cording to which striatal dopamine increases the weight on the

benefits versus the costs of cognitive actions and/or tasks by

having opposite effects on the D1 (Go) and D2 (No-Go) pathways

of the basal ganglia. The general implication of the proposal that

striatal dopamine alters the costs and benefit of cognitive work

would be that the cognitive effects of striatal dopamine-related

disorders and their treatment reflect modulation of the willing-

ness rather than the ability to exert cognitive control.

Two separate lines of evidence provide tantalizing evidence

for the proposal that cognitive task valuation depends on striatal

dopamine. First, there is ample evidence for altered effects of in-

centives on cognitive control task performance, measured with

rewarded task-switching or Stroop tasks, as a function of (striatal

dopamine cell loss in) PD patients (Aarts et al., 2012; Timmer

et al., 2018), dopaminergic medication in PD (Manohar et al.,

2015), individual differences in striatal dopamine synthesis ca-

pacity (Aarts et al., 2014), and individual variation in a striatal

dopamine transporter gene (Aarts et al., 2010). Moreover, striatal

dopamine genetic variation is associated with altered (effects of

methylphenidate on) striatal BOLD signal during incentivized

cognitive control task performance (Aarts et al., 2010).

Second, cognitive task avoidance is now established to be

sensitive to manipulation of catecholamine transmission in

experimental animals (Cocker et al., 2012), healthy human volun-

teers (Froböse et al., 2018), and PD patients (McGuigan et al.,

2019) (Figure 6). Evidence from work with rodents demonstrates

that prolonging catecholamine transmission with amphetamine

administration motivated them to choose a cognitively more

demanding option for a higher reward, although this was true

only for a subset of rodents (Cocker et al., 2012; but see Hosking

et al., 2015). In healthy volunteers (n = 100), methylphenidate

(20 mg, oral) altered cognitive demand avoidance learning (to

avoid task switching), but the effect of methylphenidate de-

pended on trait impulsivity: demand avoidance learning was

reduced in low-impulsive participants but enhanced in high-

impulsive participants (Froböse et al., 2018). The hypothesis

that catecholaminergic drugs enhance demand avoidance

learning in high-impulsive individuals by reducing the value of

cognitive effort is supported by data from a recent pharmacolog-

ical study (Froböse et al., 2019) using a cognitive effort discount-

ing paradigm (Westbrook et al., 2013). In this study, we assessed

the effects of the catecholamine precursor tyrosine on the sub-

jective value assigned to difficult cognitive task performance.

The experiment consisted of two phases. In a first phase, which

took place before the tyrosine manipulation could have taken

effect, subjects were exposed to a 1-back, 2-back, 3-back,
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Figure 6. Striatal Dopamine in the Value of Cognitive Work
(A) Left: the demand avoidance task (Kool et al., 2010) requiring subjects to choose between two abstract visual patterns. Each choice is followed by a yellow or
blue digit, requiring subjects to perform an odd/even or a high/low discrimination. One pattern is associated with 90% task switches, the other with 10%. Right:
data shown from Froböse et al. (2018). Across blocks of 80 trials, subjects learn to avoid the high-effort cognitive task option. Shown here is the effect of
methylphenidate versus placebo on the proportion of low-demand choices across the 80 trials. Methylphenidate increased or decreased high-effort task
avoidance depending on trait impulsivity.
(B) Data from McGuigan et al. (2019). Left: subjects made choices between high- and low-cognitive-effort tasks (requiring attention to more or less rapid serial
visual presentation streams) based on varying reward magnitude. The probability of accepting the higher-effort option decreased with increasing effort and with
decreasing reward magnitude. PD patients accepted fewer higher-effort options when they were OFF their medication but not when they were ON their
medication.
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and 4-back working memory task. In this first learning phase,

subjects learned to associate these tasks with different shapes.

In the second phase, administered after tyrosine took effect, they

chose between the different shapes, in order to indicate their

preference for repeating one of the two tasks, in return for

more or less monetary payoff. Critically, the monetary payoffs

for the easy task were titrated during choice until subjective

equivalence was reached. The subjective value of an offer to

repeat a difficult task corresponds to the amount offered for

the easiest task at indifference. Supplementation of the precur-

sor tyrosine increased the value of cognitive control in low-impul-

sive participants but reduced the value of cognitive control in

high-impulsive participants. We speculate that, in high-impulsive

individuals, methylphenidate and tyrosinemight have attenuated

the subjective value of cognitive effort by paradoxically

decreasing dopamine synthesis and dynamic dopamine

response to offer presentation via D2 autoreceptors, eliciting a

shift toward more cost and less benefit sensitivity (Box 1).

Indeed, trait impulsivity has been associated with reduced avail-

ability (yet possibly more sensitive) dopamine (auto)receptors

(Buckholtz et al., 2010). This evidence for catecholaminergic
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modulation of the value of cognitive work in healthy volunteers

was recently complemented by results from a controlled dopa-

minergic medication withdrawal study in PD patients showing

that dopaminergic drugs increase the subjective value of—that

is, preferences for—high-demand, high-reward cognitive tasks

over low-demand, low-reward tasks (McGuigan et al., 2019).

To provide direct evidence for a key role of striatal dopamine in

cognitive work, we recently employed an adapted version of the

cognitive effort discounting paradigm in a large multisession

pharmacological PET study with 50 healthy students to demon-

strate that methylphenidate, the selective dopamine D2 receptor

agent sulpiride, and individual variation in striatal dopamine syn-

thesis capacity all increase willingness to expend cognitive effort

for reward (Westbrook et al., 2019). All participants underwent a

dopamine PET scan with the radiotracer [18F]DOPA, the uptake

of which indexes the degree to which dopamine is synthesized

in the striatal terminals of midbrain dopamine neurons. The

subjective value of cognitive effort was significantly greater in

subjects with high baseline levels of striatal dopamine than in

low-dopamine subjects. Critically, this effect was baseline

dependent. While the drugs enhanced the value of control in



Box 1. Paradoxical Effects of Catecholamine Challenges in High-Impulsive Participants

The hypothesis that methylphenidate and tyrosine elicit a net reduction in dopamine levels in high-impulsive participants is based

on the observation that methylphenidate and tyrosine administration might increase presynaptic (autoreceptor) rather than post-

synaptic dopamine receptor binding in the striatum and that impulsive individuals differ in their presynaptic signaling sensitivity.

Supporting the first assumption, the administration of phenylalanine, the precursor of tyrosine, to rats increased striatal dopamine

release at lower doses but attenuated dopamine release at higher doses (During et al., 1988). By analogy, methylphenidate has

been proposed to have its pro-cognitive, anti-impulsive effects, not just by enhancing catecholamine transmission in the prefrontal

cortex, but also by paradoxically attenuating reward-related phasic dopamine activity in the striatum. Increasing the overall level of

extracellular dopamine with a stimulant might trigger autoregulatory negative feedback inhibition of dopamine synthesis or release

(Grace, 2000; Seeman and Madras, 2002) or simply provide a relatively high appetitive ‘‘aspiration level’’ against which the short-

term dopamine responses to rewards are compared, therebymaking them look relatively less good, thus reducing their behavioral

influence (Cools et al., 2011). Supporting the second assumption, trait impulsivity has been shown to be accompanied by high

baseline levels of striatal dopamine release and low (but perhaps more sensitive) presynaptic dopamine D2 receptor availability

in the midbrain (Buckholtz et al., 2010).
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low-dopamine subjects, it left the value of work in high-dopa-

mine subjects unaffected. To assess whether striatal dopamine

increased motivation by altering the subjective weighting of

costs and benefits, we next made, in a third phase of the task,

a series of offers tailored to participants’ own indifference points,

systematically biasing either high-cost, high-benefit or low-cost,

low-benefit choices while also monitoring gaze at cost or benefit

information. The results support that striatal dopamine promotes

selection of high-cost, high-benefit alternatives across all partic-

ipants and, moreover, that dopamine synthesis capacity and

methylphenidate amplify the effect of benefits on choice. Gaze

dynamics further support that attention to benefits versus costs

increases motivation, and this effect is larger for individuals with

higher dopamine synthesis capacity. Moreover, drift diffusion

modeling supported that methylphenidate and higher synthesis

capacity both amplified the effect of benefit information on the

accumulation of evidence toward high-effort choices. These

findings demonstrate that striatal dopamine contributes to the

arbitration between difficult and easy cognitive actions by

increasing the weight on the benefits versus the costs of avail-

able options.

An open question is whether striatal dopamine also contrib-

utes to arbitrating between different higher-order (e.g., flexible

versus stable) cognitive strategies, depending on the character-

istics of the current task environment. According to recent neural

network modeling of task-switching data, the cost of control

constrains the gain of an activation function and thus the stabili-

zation of currently active representations (Musslick et al., 2018).

As such, there is certainly good reason to believe that modula-

tion of the value (or cost) of cognitive effort might contribute to

the arbitration between stability and flexibility. Given growing ev-

idence that the prefrontal cortex is organized hierarchically, with

more anterior regions encoding increasingly abstract represen-

tations, striatal dopamine is likely to also gate increasingly ab-

stract representations in and out of increasingly anterior regions

of the prefrontal cortex (Frank and Badre, 2012).

Key Open Questions
Neurochemical Specificity: The Case of Noradrenaline

While we have focused on the dopamine system in this review,

the general observation that the neuromodulatory activity con-
tributes to resolving key computational dilemmas, such as the

stability-flexibility tradeoff, likely generalizes to other major

ascending neuromodulators. The effects of methylphenidate,

described above, might well reflect modulation of noradrenaline,

given that methylphenidate is known to increase synaptic

noradrenaline levels and to reduce spontaneous activity of locus

coeruleus neurons via noradrenaline action at a-adrenergic re-

ceptors on locus coeruleus cells. Indeed, the locus-coeruleus-

noradrenaline system has been associated with processes

closely related to cognitive effort, such as mental fatigue (Ber-

ridge and Waterhouse, 2003) and task engagement (i.e., exploi-

tation) versus disengagement (i.e., exploration) (Aston-Jones

and Cohen, 2005). Evidence with nonhuman primates indicates

distinct signatures of dopaminergic versus noradrenergic neuron

activity during effort-based decisions with dopamine neurons

encoding cost-discounted values of rewards and noradrenergic

neurons encoding amount of effort required to obtain them (Var-

azzani et al., 2015).

In keeping with the suggestion that noradrenaline also contrib-

utes to meta-level optimization of cognition is evidenced from

recent neural network analyses of pharmacology resting-state

(van den Brink et al., 2016) and pharmacological task-based

fMRI data (Hernaus et al., 2017). This work demonstrated that

atomoxetine, a noradrenaline reuptake inhibitor (that might

also affect dopamine transmission but not in the striatum), leads

to a reorganization of the functional connectome in amanner that

is sensitive to ongoing cognitive demands via altering the bal-

ance between network-level segregation and integration (Shine

et al., 2018). Specifically, atomoxetine potentiated network

segregation during rest, but, conversely, the same drug potenti-

ated network integration during a classic n-back working mem-

ory task. These diametrically opposite effects were argued to

concur with work with experimental animals showing atomoxe-

tine-induced decreases in tonic levels of noradrenaline but in-

creases of phasic firing patterns in the locus coeruleus (Bari

and Aston-Jones, 2013). Critically, the segregation effects dur-

ing rest and integration effects during task were observed in

the same neural regions and inversely correlated, supporting a

task-dependent reorganization of the system (Shine et al.,

2018). Furthermore, atomoxetine was also shown to increase

the coupling between pupil diameter, often considered an
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Box 2. Other Computational Tradeoffs

There is reason to believe that meta-level arbitration effects of dopaminergic drugs are not restricted to the adjustment of stability-

flexibility tradeoff but extend to other computational tradeoffs such the one between instrumental control, often associatedwith the

dorsal striatum, and Pavlovian control, often associated with the ventral striatum (O’Doherty et al., 2004). In recent work (Swart

et al., 2017), we have seen that methylphenidate shifts the balance between selective instrumental and nonselective Pavlovian

control. Participants learned to make Go or Nogo responses in order to obtain reward or avoid punishment. Instrumental

response-outcome contingencies were set up so that cues required either a Go response to obtain reward, a Nogo response

to obtain reward, a Go response to avoid punishment, or a Nogo response to avoid punishment (Guitart-Masip et al., 2014). A

Pavlovian autopilot bias in such tasks surfaces in terms of a greater proportion of Go responses for reward and greater proportion

of Nogo responses to avoid punishment, irrespective of the instrumental contingencies. Methylphenidate was found to bias par-

ticipants away from the putative ventral striatal autopilot strategy, reducing the tendency to exhibit behavioral activation for reward

and behavioral inhibition for punishment but only for people with low working memory capacity. In people with high working mem-

ory capacity, methylphenidate actually biased the system toward this putative ventral striatal autopilot strategy. Thus, in people

with low working memory capacity, increasing catecholamine transmission might have restored suboptimal levels in dorsal fron-

tostriatal circuity, associated with selective instrumental behavioral control, but overdosed optimal levels in ventral frontostriatal

circuitry, associated with nonselective autopiloting. Conversely, in people with high working memory capacity, increasing cate-

cholamine transmission might have overdosed optimal levels in dorsal frontostriatal circuitry but restored suboptimal levels in

ventral frontostriatal circuitry. This account parallels the dopamine overdose hypothesis of the contrasting effects of dopaminergic

medication in Parkinson’s disease, put forwardmany decades ago (Gotham et al., 1986; Cools et al., 2001b; Swainson et al., 2000).

According to this hypothesis, dopaminergic medication doses that are necessary to remediate severely depleted dopamine levels

in the dorsal striatum overdose relatively intact dopamine levels in the relatively unaffected ventral striatum. Future neuroimaging

and/or stimulation work will be needed to test the hypothesis that the effect of working memory capacity on the balance between

Pavlovian versus instrumental control (and its modulation by catecholaminergic drugs) is accompanied by a shift in the balance

between activity in ventral versus dorsal frontostriatal circuitry. Another intriguing question for future work is whether the capacity

dependency, in healthy volunteers, of both the Pavlovian autopilot effects under baseline and the catecholaminergic drug effects

reflects individual differences in the efficiency of medial frontal cortex, perhaps reflecting trait variation in the perceived control-

lability of the outcomes. This latter hypothesis is raised by recent evidence that reliance on a Pavlovian versus instrumental strategy

in a rewarded Go/Nogo task varies with fluctuations in the controllability of the task environment (Dorfman and Gershman, 2019).

Combining techniques for manipulating frontal cortex, via transcranial magnetic or ultrasound stimulation, with techniques for

measuring and manipulating the midbrain systems, like dopamine PET and pharmacology, holds promise for elucidating the

mechanisms of such environment-specific control of the midbrain.
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indirect index of locus coeruleus (the main noradrenergic nu-

cleus of the brain) activity (Joshi et al., 2016), and network inte-

gration, possibly indicative of enhanced performance in task-

relevant regions through arousal-mediated alterations in neural

gain (Aston-Jones and Cohen, 2005).

Such findings hold general relevance, for example in the

context of acute stress, where stress-induced increases in

noradrenergic activity have been argued to prompt large-scale

neural network reconfiguration (Hermans et al. 2011). They are

also reminiscent of earlier theoretical and modeling work, sug-

gesting that noradrenaline acts as a ‘‘neural interrupt signal’’

that alerts the learner to an unpredicted change in the learning

environment (Dayan and Yu, 2006) and performs a ‘‘network

reset’’ (Bouret and Sara, 2005). In line with this, pharmacological

manipulations and lesions of the noradrenergic system affect

performance, in nonhuman animals and human volunteers, on

tasks such as reversal learning and attentional set shifting, which

require detection of and adaptation to environmental changes

(Lapiz and Morilak, 2006; Middleton et al., 1999). Recent work

provides empirical evidence (Muller et al., 2019) for a long-stand-

ing computational account of such increases in cognitive flexi-

bility in terms of changes in the uncertainty of an internal model

of the environment (Aston-Jones and Cohen, 2005; Yu and

Dayan, 2005). This account is grounded in the observation that
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environments characterized by high volatility benefit from higher

levels of perceived uncertainty (and cognitive flexibility) than do

stable environments.

So far, this review highlights that there is evidence for key roles

of at least both dopamine andnoradrenaline in the optimization of

meta-level arbitration between distinct cognitive strategies (Box

2). While it is clear that there is considerable specificity when it

comes to these different neuromodulators, the precise nature

of this specificity remains to be elucidated. The use of more se-

lective receptor agents, for example, in pretreatment designs

(vander Schaaf et al., 2014), in futureworkwill help to disentangle

the likely complementary roles of dopamine and noradrenaline.

Top-Down Control of the Midbrain

An obvious question raised by the observation that the

ascending neuromodulatory systems that originate from the

midbrain contribute to arbitrating between different options or

strategies is: what then controls the midbrain? In the case of

dopamine, this question might correspond to asking how we

set the value of the various available actions or strategies. This

is not trivial, given that valuation is context dependent (e.g., Jue-

chems and Summerfield, 2019). For example, cognitive work is

not so valuable when the environment is volatile, uncontrollable,

or opportunity costly. The value of task disengagement might be

higher than the value of task engagement in an environment



Figure 7. The Dopaminergic Midbrain Switch Hypothesis
This hypothesis states that themedial frontal cortex controls the baseline tone of dopamine in distinct target regions of themidbrain, as a function of the perceived
statistical meta-parameters of the environment, such as its controllability, volatility, and opportunity cost. The middle panels illustrate the hypothesis that
dopaminergic drugs have contrasting effects depending on the baseline tone of these distinct target regions.
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where there is lots of opportunity for obtaining reward from alter-

native tasks.

One intriguing possibility is that the dopaminergic midbrain is

controlled by top-down signals from medial frontal regions that

are thought to compute key statistical meta-parameters of the

environment, like its volatility, controllability, and/or opportunity

cost (Boureau et al., 2015; Behrens et al., 2007; Amat et al.,

2005; Kolling et al., 2010) (Figure 7). This hypothesis that (medial)

frontal cortex computes various environmental statistics and

that the output of this computation is sent to the midbrain, thus

controlling the release of certain neuromodulators, has been ar-

ticulated previously for noradrenaline and acetylcholine (Aston-

Jones and Cohen, 2005; Yu and Dayan, 2005; Nassar et al.,

2012). Indeed, neuromodulatory systems are well known to

receive input from brain regions that represent environmental

structure and internal state (Ogawa et al., 2014). While there

are various alternative computational accounts of noradrena-

line-related meta-level arbitration, invoking uncertainty-based

adjustments of learning rate (Nassar et al., 2010; Yu and Dayan,

2005), a mixture of learning rules with different time constants

(Wilson et al., 2013), predictive coding (Mathys et al., 2011), or

dynamic state inference (Muller et al., 2019), converging evi-

dence strengthens the proposal that its neural implementation
involves top-down control of the midbrain. For example, recent

findings revealed that activity of neurons in the anterior cingulate

cortex predicts pupil dilation and temporally leads pupil-predict-

ing locus coeruleus activity (Joshi et al., 2016). More specifically,

Muller et al. (2019) showed that activity in the anterior cingulate

cortex predicted an increase in the perceived uncertainty of an

internal model of the environment. Moreover, this cortical activity

also predicted the associated increase in pupil dilation strength

in circumstances when model uncertainty should increase, for

example, upon observations likely to indicate a change in envi-

ronmental state. While such pupil results cannot be linked

directly to noradrenaline, they are compatible with the hypothe-

sis that the noradrenaline system provides a mechanism by

which perceived uncertainty of the environment, computed by

the anterior cingulate cortex, can be communicated to awide va-

riety of brain regions.

In the case of dopamine, it might be the medial frontal cortex

that prioritizes the distinct (frontal versus striatal) dopaminergic

midbrain projections for maintaining or updating (effortful) ac-

tions, depending on the current statistics of the environment,

by setting the baseline tone of these different systems (Figure 7).

This hypothesis is in line with recent work showing that the ro-

dent anterior cingulate cortex modulates the dopaminergic
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midbrain during effort-based decisionmaking (Elston and Bilkey,

2017). Alternatively, one might speculate that such an effect of

medial frontal cortex on the dopaminergic midbrain is indirect

and mediated by the locus coeruleus, stimulation of which is

known to alter midbrain dopamine cell firing (Grenhoff et al.,

1993; Mejias-Aponte, 2016). The proposal that the dopaminergic

midbrain is under top-down (context-dependent) control gener-

alizes a recent proposal, derived from fiber photometric and op-

togenetic evidence for environment-specific activity of another

midbrain system, namely the dorsal raphe serotonin projection

system, to the catecholamine systems. This system was argued

to switch operational mode depending on characteristics of the

task to promote environment-specific adaptive behaviors (Seo

et al., 2019). This inference was made based on the finding

that optogenetic stimulation of dorsal raphe serotonin neurons

suppressedmovement in a low-to-moderate-threat environment

while promoting (escape) movement in a high-threat environ-

ment. This observation is reminiscent of but qualifies previous

evidence from work with human volunteers, indicating that sero-

tonin mediates the coupling between aversive Pavlovian predic-

tions and behavioral inhibition (Dayan and Huys, 2008) such that

lowering central serotonin levels by dietary acute tryptophan

depletion releases behavioral inhibition elicited by punishment

(Crockett et al., 2009; Geurts et al., 2013). Such evidence was in-

terpreted to reflect modulation of an average punishment (or

negative value) signal, corresponding to an opportunity cost of

speed (Cools et al., 2011; Boureau and Dayan, 2011). As such,

serotonin tone provides a potential opponent to dopamine

tone’s association with an opportunity cost of sloth via the en-

coding of an average reward signal (Niv et al., 2007). The findings

by Seo et al. (2019) suggest that the degree to which serotonin

elicits behavioral inhibition upon aversive predictions depends

on the specific nature of the aversive environment. The previous

observation that dorsal raphe serotonin activity varies with the

controllability of aversive outcomes (stressors), in a manner

that depends on the integrity of the medial frontal cortex (Amat

et al., 2005), raises the question of whether this threat depen-

dence reflects differences in the perceived level of threat control-

lability, computed by medial frontal cortex. A reduction in the

tendency to inhibit aversive thoughts, putatively mediated by

frontal suppression of serotonin release, is indeed adaptive in

a controllable context, whereas aversive thoughts are less useful

and might thus well be inhibited in an uncontrollable context.

More generally, these data support the working hypothesis

that it is this medial frontal cortex that prioritizes computational

strategy (gating [cognitive] work in the case of dopamine and in-

hibiting [cognitive] work in the case of serotonin) depending on

the current statistics of the environment (Figure 7).

One way the frontal cortex might do that is via altering the

baseline tone of different projections systems. Evidence from

work by Antonio Strafella combining transcranial magnetic stim-

ulation with dopamine PET indicates that transcranial stimulation

of human frontal cortex can indeed alter dopamine release in re-

gions of the striatum that are strongly connected with the stimu-

lated region (Strafella et al., 2001). Intriguingly, the medial frontal

cortex (with other cortical regions) is now recognized not to

represent a uniform region but rather to hold multiple represen-

tations of choice value based on different timescales of experi-
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ence organized in terms of systematic gradients across the cor-

tex (Meder et al., 2017). Specifically, some parts of this area

represent value estimates based on recent reward experience

while others represent value estimates based on experience

over the longer term, with aspects of these representations

changing dynamically as the environment changes. This obser-

vation provides a tentative mechanistic basis for environment-

specific dynamic prioritization of distinct midbrain projection

systems, particularly given the established topographic speci-

ficity of cortico-nigro-striato-cortical connections (Alexander

et al., 1986; Haber et al., 2000) and the regional selectivity of

dopamine release in striatal subregions corresponding to their

cortically connected region (Strafella et al., 2001).

One open issue concerns themechanisms bywhich the cortex

can control dopamine activity in distinct target brain regions.

Does this happen via direct modulation of midbrain cell firing

(Sesack and Carr, 2002), through indirect effects via the locus

coeruleus (Grenhoff et al., 1993), or via local control of the

midbrain targets, such as the striatum? Indeed, recent work

with experimental rodents combining optogenetic tagging, mi-

crodialysis, voltammetry, and optimal sensor dLight suggests

that dopamine fluctuations in the nucleus accumbens associ-

ated with motivation (the value of work) might arise indepen-

dently from midbrain (VTA) dopamine cell firing, perhaps

reflecting local non-spiking control (Mohebi et al., 2019). One

possibility, particularly given their feedback inputs to dopamine

cells, is that it is GABA neurons in either the dopaminergic

midbrain or the striatum that are the target of top-down cortical

control, as both striatal and midbrain GABA neurons have been

shown to exhibit ramps to reward (Cohen et al., 2012). Further,

cortical and thalamic glutamate inputs have been shown to

modulate dopamine transmission by regulating striatal cholin-

ergic interneurons as gatekeepers (Kosillo et al., 2016). This

observation might turn out to hold particular relevance for

meta-level arbitration between stability and flexibility, given the

implication of the cholinergic system in the top-down control of

distractor resistance in PD (Kim et al., 2019) as well as cognitive

effort-based decision making (Hosking et al., 2014).

Another obvious question concerns the timescale at which

such a midbrain switch can act. Can the switch be flipped ac-

cording to fluctuations in state rather than according to trait dif-

ferences? This would require that the temporal resolution of

changes in dopamine tone is as high as that of relevant strategy

changes, consistent with recently observed task-specific striatal

dopamine ramps (Hamid et al., 2019). If so, then this would pro-

vide a mechanism by which midbrain activity can contribute to

optimizing the selection of computational strategies to suit the

constantly changing environment.

Of course, also to be addressed is the origin of the large het-

erogeneity of environmental statistics that have an effect on

behavior and of the diversity of the behavioral effects of different

modulators. Different neurons or frontal regions might compute

distinct statistics, and these could target distinct neuromodula-

tory systems (Ogawa et al., 2014).

Might Dopaminergic Drugs Counteract Biases in

Cognitive Tradeoffs?

The final key open question is whether and how this orches-

tration of meta-level arbitration can account for the large
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heterogeneity in dopaminergic drug effects. Together with the

observation that dopaminergic drug effects depend on base-

line levels of dopamine, these insights raise the hypothesis

that dopaminergic drugs restore the balance between distinct

control strategies by having paradoxical effects depending on

context-specific baseline tone of distinct brain systems. In this

framework, the contrasting effects of therapeutic dopami-

nergic drugs across different individuals reflect a normaliza-

tion of biased tradeoffs. In PD, which is characterized by a

biased stability-flexibility tradeoff, dopaminergic drugs might

push the system toward more flexibility but less stability by

restoring dopamine levels in the striatum but detrimentally

‘‘overdosing’’ dopamine levels in the relatively intact prefrontal

cortex. In ADHD, by contrast, dopaminergic drugs might have

the exact opposite effect, pushing the system toward greater

stability by restoring prefrontal dopamine levels but away from

flexibility by overdosing striatal dopamine levels (Figure 7).

Future work will be required to assess whether dopaminergic

drug effects also vary with putative state-related fluctuations

in baseline tone in the same way as they depend on

trait-related differences in baseline tone. If so, then dopami-

nergic drugs might disrupt rather than enhance context-

dependent arbitration of cognitive strategies in healthy brains

despite having a global enhancing effect in systems that are

otherwise maladaptively biased to one state at the expense

of another.

In Conclusion
The reviewed work illustrates three key general principles of

chemical neuromodulation: regional specialization, self-regu-

lation, and baseline dependency. While these principles likely

generalize to the different ascending neuromodulatory sys-

tems, their specific implementation almost certainly varies

between them. Here, I have focused on the ascending dopa-

mine projections, which were shown to implement key

computational tradeoffs, such as the stability-flexibility

dilemma in the context of working memory and learning.

Dopaminergic drugs have different effects by acting on

distinct prefrontal and striatal systems and both the direction

and extent of these effects depend on the baseline state of

that system, probably reflecting in part the systems’ self-

regulatory capacity to maintain equilibrium. We hypothesize

that the basal tone of these different frontal and striatal pro-

jection systems varies as a function of the perceived statistics

of the environment, such as its volatility, controllability, and

opportunity cost, computed in medial frontal cortex. What fol-

lows is that therapeutic dopaminergic drugs might counteract

the bias elicited by the perceived environment by enhancing

activity in systems with low baseline tone and paradoxically

reducing systems with high baseline tone. This proposal rai-

ses a wide variety of open issues, including those concerning

the specific mechanisms by which this top-down control of

the dopaminergic midbrain is implemented, taking into ac-

count the functional heterogeneity of the frontal cortex and

the diversity of cortical inputs to the midbrain, as well as the

degree to which dopaminergic drug truly act as cognitive en-

hancers in healthy brains. It is these questions that will be

core in the future of cognitive neurochemistry.
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